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A B S T R A C T 

The usage of social media platforms has grown, offering individuals diverse avenues for communication, expressing opinions and sharing online content. 

However, this surge has also given rise to the emergence of social bots, which are programmed accounts designed to imitate human behavior. Such bots 

possess the capability to disseminate false information, manipulate financial markets, aid terrorism, and disrupt democratic processes. To tackle this issue, 

various approaches have been utilized to detect social bots, including approaches based on profiles, time patterns, content analysis, behavior, and network 
characteristics. However, neither of the approaches effectively combines all these features to implement social bot detection comprehensively. This paper 

introduces an ensemble methodology that merges profile, behavioral, temporal, network, graph, and content-based attributes, culminating in a 

comprehensive model for discerning social bots on the Twitter platform. We utilize the Twibot-22 dataset for conducting experiments and evaluate the 
performance of our approach against benchmark models. The XGBoost model, with an accuracy of 0.898, exhibited superior performance compared to the 

benchmark models. This research contributes to the continuous endeavor focused on safeguarding the authenticity of tweet content and mitigating the risks 

associated with social bots on social networks. 
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1. Introduction 

Online social networking platforms have revolutionized 

communication by providing a platform for individuals to 

share their thoughts and personal information regarding 

current events [1]. A significant portion of the global 

population actively engages with one or more OSNs, with 

Twitter and Facebook being particularly popular choices. In 

fact, as of December 2022, Twitter boasted a staggering user 

base of over 368 million monthly active users worldwide, 

and this number is projected to continue growing in the 

coming years [2]. However, the widespread adoption of 

Twitter has also brought about an upsurge in the presence of 

Twitter bots, which are automated accounts designed to 

mimic human behavior [3]. These social bots, comprising 

approximately 9 to 15 percent of active Twitter accounts, 

serve various purposes but are often associated with 

malicious intentions [4]. Their activities encompass 

spreading false information [5], stock market manipulation 

[6], endorsing terrorist activity [7], disseminating explicit 

content [8] and even interfering in the 2016 United States 

presidential election [9]. Consequently, the proliferation of 

social bots undermines the authenticity of online trends, 

erodes democratic processes and poses significant harm to 

society. 

Socialbots use contemporary techniques to imitate 

human qualities to hide their true identity online and avoid 

being detected. Therefore, it is essential to detect Twitter 

bots to maintain the genuineness of tweet content. In pursuit 

of this objective, experts utilize various methods to 

distinguish between human users and programmed accounts. 

Machine learning algorithms have quickly advanced, giving 

researchers the ability to detect the presence of bots and 

suspect sources. In the past, machine learning algorithms, 

specifically supervised learning, utilized various manually 

created characteristics to identify bots [10]. Prior studies 

have shown enhanced performance in social bot 

identification through recent advancements in machine 

learning methods such as profile metadata-based methods 

[1], graph network-based approaches [11], behavior-based 

techniques [12], as well as temporal modeling-based 

methods  [3]. Nevertheless, these previous approaches have 

certain limitations. For instance, the profile-based technique 

is vulnerable to spoofing, as it can be manipulated to 

resemble human behavior more closely [13]. Similarly, the 

graph partitioning-based method primarily focuses on 

analyzing the network information and the behavioral 

patterns of programmed accounts, which makes it ineffective 

in detecting bots that successfully establish connections with 

regular users [14]. Moreover, the limitations of these 

techniques stem from their dependence on textual, temporal, 

and profiling data. On the other hand, behavioral and 

temporal-based research methodologies have been utilized to 

detect bots. Nevertheless, unlike alternative methods, these 

models solely detect a particular bot category based on user 

information [15]. 

Beforehand, different methods including profile 

metadata-based, behavioral-based, temporal-based, network-

based, graph-based and content-based techniques have been 

separately utilized to detect social bots. However, to the best 

of our knowledge, none of these approaches have integrated 

all the mentioned features and capabilities in combination. 

In our proposed approach, the model was trained on the 

Twibot-22 dataset. The unique aspect of this research lies in 

the incorporation of various features such as profile-based, 

behavioral-based, temporal-based, graph network-based and 

content-based techniques to identify social bots. When 

evaluating the model's performance on the Twibot-22 

dataset, it exhibited superior results compared to benchmark 

models.  

Section 2 provides an overview of the relevant research 

and the motivation behind detecting social bots on Twitter. 

Section 3 offers a sophisticated method for locating social 

bots on Twitter using a thorough multi-feature analysis. 
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Transitioning to Section 4, we provide the resources and 

techniques used in this investigation. In Section 5, we 

explore the results obtained from the conducted experiments, 

assessing the efficacy of the proposed approach. Lastly, 

Section 6 delivers a thorough summary of the article. 

2. Related Work 

Online social media platforms' programmed profiles 

mimic human traits to manipulate public perception or 

spread inaccurate information. Several machine-learning 

techniques have been suggested to curb the impact of social 

bot profiles. The profile-based framework was created to 

detect social bots, achieving an accuracy of 89% through the 

utilization of a random forest algorithm and six hybrid-

selected features [16]. Similarly, the detection of a bot 

account through profile metadata, incorporating an extra tree 

classifier for feature selection and the weight of evidence 

encoding attained an impressive 88% accuracy with random 

forest [17]. 

Furthermore, to detect social bots, the authors [3] 

analyzed users' online behavior as if it were DNA sequences. 

They utilized the Term Frequency-Inverse Document 

Frequency (tf-idf) a numerical method adopted to compute 

entropy on segments, aiming to identify the pattern linked to 

bots. This approach achieved an accuracy of 94%. GANBOT 

[12] employed LSTM as a common interface to link the 

discriminator and, generator allowing for the assessment of 

online users' behavioral patterns. This approach 

demonstrated promising results on the Cresci dataset. 

Similar to the other bot detection methods, [18] utilized a 

Network graph approach to identify social botnet 

communities, taking into account behavior similarity and 

participant trust values. This strategy employed deep 

autoencoder technology. Additionally, the study delved into 

the interrelation between the social and collaborative 

network of the account as part of the endeavor to identify 

social bots. 

This involved applying a semi-supervised learning 

algorithm that incorporated label propagation and an 

iterative traversal of the users' proximity graph in sequence 

[11]. 

Moreover, the adoption of content-based identification 

for social bots has also taken place. The researcher [19] 

employed CNN and LSTM in conjunction with BERT to 

classify tweets as either generated by programmed accounts 

or originating from real users. In addition, a fabricated 

prediction algorithm was utilized to calculate the sentiment 

score of each piece of content, enabling the identification of 

social bot accounts with a 97% accuracy rate [20].  

In the study by Kosmajac et al. [21], a temporal-based 

approach to detect social bot accounts has been 

implemented. The approach utilizes statistical diversity 

measures to examine the variation in user behavior during a 

specific period. Additionally, they developed a method to 

identify malicious tweets by analyzing the pairwise 

similarity of individual retweeting behavior, focusing on 

temporal features [22]. While various techniques have been 

utilized for social bot detection, encompassing aspects such 

as profile analysis, timestamps, content examination, 

behavioral assessment, network relationships, and graph 

analysis, a research gap exists in the lack of emphasis, in 

prior studies, on integrating multiple features like metadata, 

content, interactions, and timing for accurate social bot 

identification [14]. This study uniquely addresses this gap by 

comprehensively incorporating all available features - 

profiles, content, timestamps, behavior, and network 

connections - to significantly advance the precision of social 

bot identification. 

3. Proposed Methodology 

Social media platforms often employ social bot detection 

techniques to distinguish between real human users and 

automated bots. The diverse functions of these bots, 

including spreading propaganda and overwhelming users 

with irrelevant content, present a challenge to preserving the 

integrity of tweet content. As a result, detecting social bot 

accounts would greatly benefit the preservation of content 

integrity. To address the issue of social bot detection, we 

have put forth an approach aimed at identifying programmed 

accounts. The system architecture is depicted in Figure 1. 

 

 

Figure 1: Architectural Framework 
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The model was trained and social bots were identified 

using a hybrid features-based method. The model was 

trained using a publicly accessible dataset. Before training, 

the features were extracted to analyze their high correlation. 

The closely interrelated attributes, obtained by integrating a 

comprehensive set of features - profiles, content, 

timestamps, behavior and network connections - to markedly 

enhance the accuracy of social bot identification, were 

subsequently chosen for categorical encoding and feature 

scaling. The chosen classifier utilized these selected features 

as input and the evaluation parameters were employed to 

assess their performance. 

4. Materials and Methods 

The paper's section discusses an approach for identifying 

social bot accounts, consisting of multiple phases outlined 

below. 

4.1) Dataset 

This research paper addressed the problem of Twitter bot 

localization by utilizing the publicly accessible Twibot-22 

datasets [23]. The datasets consist of 1,000,000 diverse 

users, comprising 860,057 humans and 139,943 bots. Table 

1 illustrates that the dataset contains 4 types of entities and 

14 types of relations. These entities include the user, 

hashtag, tweet, and list and the relations encompass pin, 

contain, retweet, follower, post, mention, like, reply, quote, 

own, follow, member, discuss, and following. 

Table 1:  Dataset details 

Twibot-22 

Human 860,057 

Bot 139,943 

User 1,000,000 

Tweet 86,764,167 

Edge 170,185,937 

Entity User, Tweet, List, Hashtag 

Relation Follower, following, post, pin, like, 

mention, retweet, quote, reply, own, 
member, follow, contain, discuss 

4.2 Data Pre-processing 

Data pre-processing entails the preparation of data for 

analysis. The initial step consists of feature encoding; 

wherein categorical data is transformed into machine-

learning data with significant meaning. During this process, 

Boolean values into a binary representation, and the 

encoding of the account attribute is 0 for humans and 

programmed accounts is 1. After encoding the features, the 

machine learning algorithm's efficiency is improved by 

scaling the numeric attributes. Scaling is an important step 

because numeric attributes with a diverse set of values can 

hinder the algorithm's speed or result in convergence on a 

local minimum. 

To enhance data training and remove biases, numerical 

attributes are scaled using the standard scaler. Equation (i) 

enables the computation of the standardized value "y" for a 

certain numeric feature value "x". 

  
         

   
              (1) 

In this context, "mean" signifies the numerical attribute's 

average, while "std" indicates its standard deviation. 

4.3 Feature Selection  

Feature selection is employed to identify and select a 

subset of relevant features, aiming to improve the model's 

performance and remove unnecessary features.  

Using correlation feature selection [24], a commonly 

employed method to discern pertinent features, we chose the 

features depending on how well they correlated with the 

target variable. Features with a high correlation were thought 

to be more important and preserved, while others were 

dropped. As a result, we obtained a list of the top 51 features 

with the highest correlation, shown below. 

1) Profile description: Is there a description in the profile? 

2) Profile Location: Is there a location specified in the 

profile? 

3) Profile URL: Is there a URL associated with the profile? 

4) Verified: Is the profile confirmed to be authentic? 

5) Bot word in name: Is there a word in the username that 

relates to the bot? 

6) Screen name containing a bot word: Is the screen name 

chosen from a list of words to identify the bot? 

7) Bot word in description: Is the word related to the bot 

from a list of words present in the description? 

8) Username size: How long is the username? 

9) Screen name size: How long are screen names? 

10)  Description length: What is the size of a description? 

11)  Followees count: User's account follows count 

12)  Followers count: User's follower count 

13)  Follower to Followee Ratio: Followee ratio refers to the 

proportion of people a user follows compared to the 

number of people following that user on social media 

platforms   

14)  Tweets count: Total number of tweets by user 

15)  Listed count: User's membership in public lists 

16)  Username digit count: The number of digits in the 

username as a whole 

17)  Screen name numeral count: Total digits in the screen 

name 

18)  Hashtags in username: Hashtag count within the 

username  

19)  Hashtags in description: The description's hashtag count 

20)  URLs in description: URLs count within the description 
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21)  Def image: Is there a default profile image associated 

with the account? 

22)  URLs: Tweets' URLs are taken into account. 

23)  Protected: Does the profile have protection? 

24)  Pinned tweet: Is there a pinned tweet on the account? 

25)  Counting mentions: Mentions in the description are 

taken into account 

26)  Average tweets: Daily tweet count 

27)  Entropy of screen names: It is the measure of how 

unpredictable or random a screen name's characters are. 

28)  Listed growth: User membership in public lists grows 

daily. 

29)  Follower’ s growth: Follower growth indicates the rate at 

which a user's or account's follower count increases over 

a specific period on social media platforms.  

30)  Characters: Characters count within the tweets 

31)  Hashtags: Hashtag count within the tweets 

32)  Words: Tweet word count 

33)  Hashtags to words: Word-to-hashtag proportion 

34)  Mentions: The mention count in tweets 

35)  Numeric characters: The numeric characters count in 

tweets 

36)  URLs to words: ratio of URLs to words 

37)  Times like Times like refers to the number of times a 

tweet has been marked as liked by other users on Twitter.  

38)  Times retweeted: The tweet's retweet count per post 

39)  Links ratio: The proportion of links within a tweet 

40)  Ratio of distinct linkages: The proportion of unique 

URLs in the tweets 

41)  Mention ratio: The proportion of mentions within a 

tweet 

42)  Unique mention ratio: The number of distinct mentions 

contained within the tweets 

43)  Eigen centrality: A node's importance is assessed by 

taking into account its links to other important nodes  

44)  Harmonic centrality: Calculates the mean distance to 

every other node within a network 

45)  Authority: A node's expertise or trustworthiness within a 

network can be quantified 

46)  Hub score: A node's ability to connect with other 

important nodes is measured 

47)  Degree centrality: Evaluates the number of connections 

associated with a node 

 

48)  Eccentricity: Calculates the farthest distance to every 

other node in a network 

49)  Page Rank: A node's significance is determined by the 

significance of the nodes that are connected to it 

50)  Coreness: measures the degree of connectedness 

between a node and the network's most important nodes 

51)  Symbols: Symbols count in tweets 

4.4 Training Model 

The detection of Twitter bots was accomplished by 

utilizing various classification algorithms, each of which was 

closely monitored for its performance throughout the 

process. In this inquiry, ineffective algorithms were 

removed, while retaining the effective ones. The algorithms 

employed included Extra-Trees Classifier, AdaBoost, 

Decision Trees, Random Forest, and XGBoost. Table 1 

demonstrates that XGBoost surpassed the other algorithms. 

Using a stratified technique, we separated the dataset into 

training, test, and validation sets. The dataset as a whole was 

made up of 70% training data, 10% test sets, and 20% 

validation data, respectively. The XGBoost algorithm was 

subsequently utilized to create decision trees sequentially, 

with an overall of 500 trees established. Each tree had a 

maximum depth of 4, while the learning rate, responsible for 

regulating the individual tree's impact within the sequence, 

was set to 0.1. The objective function was specifically 

configured for binary logistics to optimize the classification 

problem. Moreover, to avoid overfitting, the incorporation of 

a regularization term with an alpha parameter of 10 was 

crucial for managing the model's complexity. This parameter 

effectively penalized significant coefficients within the 

decision trees. In general, these contributions played a vital 

role in establishing a strong model that possesses the ability 

to effectively classify binary data while minimizing the 

likelihood of overfitting. 

4.5 Evaluation metrics 

We employ established performance metrics, including 

Precision, F1-score, Accuracy, and Recall, to assess the 

model's effectiveness. Using the formula, accuracy indicates 

the model's percentage of correct predictions out of all of its 

forecasts: 

         
     

           
                      (2) 

The number of true negatives and true positives in the 

context is denoted by TN and TP, respectively, while the 

number of false negatives and false positives is denoted by 

FN and FP. Precision is the percentage of correct positive 

predictions among all positive predictions made by the 

model. The formula below can be used to determine the 

precision. 

          
  

     
                     (3) 

The recall represents the proportion of accurate positive 

predictions made by the model compared to the total number 
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of positive cases. To calculate recall, use the following 

formula:  

       
  

     
                    (4) 

The F1-score is a calculation that merges precision and 

recall, determining their overall performance. The harmonic 

mean of recall and precision is used to derive it. A higher F1 

score indicates improved recall and precision. The following 

formula is used to determine the F1 score. 

         
                    

                
                   (5) 

5. Experimental Results 

The Twibot-22 training dataset was used to train the 

XGBoost classification model in this study and it exhibited 

remarkable performance. The model successfully classified 

89.8% of the input data, achieving an accuracy of 0.898. The 

F1 score, which provides a balanced measure of precision 

and recall, achieved a value of 87.5%. The precision of our 

model stood at 87.6%, indicating a high proportion of 

correctly identified social bots compared to the total 

predicted positive cases. Additionally, the recall, or true 

positive rate, reached 89.9%, suggesting that the model 

effectively captured a significant portion of the actual 

positive cases in the dataset. The effectiveness of the 

XGBoost algorithm in social bot detection, which is crucial 

for preserving the integrity of social media platforms, is 

emphasized by these findings. A comparison of the 

XGBoost model's performance with those of the other 

models used in this investigation is shown in Table 2. 

Table 2: Model performance comparison 

Models Accuracy F1 score Precision Recall 

Decision Tree 0.8892 0.8670 0.8701 0.8872 

Extra-Trees Classifier 0.8906 0.8660 0.8722 0.8915 

Random Forest 0.8921 0.8683 0.8748 0.8934 

AdaBoost 0.8888 0.8648 0.8684 0.8895 

XGBoost 0.8986 0.8751 0.8767 0.8997 

The Gini index served as the splitting criterion in the 

decision tree. It selected 300 trees without any depth 

restrictions, yielding an accuracy of 0.8892. The Random 

Forest method utilized 500 trees to find the optimal split 

node, resulting in an accuracy of 0.8921. Similarly, the Extra 

Tree Classifier employed 300 trees and achieved an accuracy 

of 0.8906. Utilizing 1000 weak learners, a learning rate of 

0.1, and using alpha as the regularization parameter, the 

AdaBoost model achieved an accuracy of 0.8888. 

The comparison section analyzes the performance of the 

model and compares it to other baseline models, such as the 

Extra-Trees Classifier, AdaBoost, Decision Trees, Random 

Forest and XGBoost. We evaluated the performance of these 

algorithms when applied to hybrid features, including profile 

metadata-based, behavioral-based, temporal-based, graph 

network-based, and content-based features. The results 

demonstrate the efficiency of these particular algorithms in 

accurately detecting programmed accounts. 

The performance comparison was conducted in terms of 

precision, accuracy, F1 score, and recall. XGBoost 

demonstrated superior performance compared to the 

previous classification algorithms, exhibiting impressive 

accuracy and making minimal errors in detecting and 

classifying the social bots. 

6. Conclusion 

To sum up, the utilization of online social networks has 

brought about a noteworthy revolution in people's 

communication methods and their ability to express personal 

and public viewpoints. However, the rise of social bots on 

websites like Twitter has become a major problem since they 

compromise the veracity of tweets, spread false information, 

and hurt both people and society as a whole. Therefore, it is 

crucial to identify and locate social bots on Twitter to 

maintain the credibility of tweet content and protect 

democratic principles. 

Past research has utilized a range of methods, including 

profile-based, behavioral-based, temporal-based, graph 

network-based, and content-based approaches, to detect 

social bots; however, each of these approaches has its 

limitations and lacks sufficient effectiveness in accurately 

identifying social bots. Consequently, this study introduces a 

novel approach that synergistically integrates all of the 

mentioned attributes to definitively and accurately identify 

social bots. 

After testing our XGBoost model on hybrid features 

using the Twibot-22 dataset, we discovered that it 

outperforms other classifiers in identifying Twitter social 

bots, attaining an accuracy of 89.8. This research offers an 

efficient solution for identifying and finding social bots on 

Twitter, which helps protect the authenticity of tweet content 

and support democracy. In conclusion, while our proposed 

approach holds promise for enhancing social bot detection 

accuracy on Twitter, there are avenues for further 

refinement. Future research endeavors could involve 

synergizing our method with additional techniques such as 

topic modeling, sentiment analysis, and natural language 

processing. Additionally, it is important to acknowledge the 

limitations of our current research, which primarily focused 

on Twitter and may require adaptation for application on 

other platforms. 
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